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Abstract— Video Contents Analysis (VCA) is a new research field that recently emerged .VCA is the processes that analyzes video to 
extract The desired knowledge and information .Contents may refer to motion ,color, background and objects such as a human face or a 
car, to mention a few. This thesis investigates the algorithms which were designed for video content analysis such as background, text, and 
speech and face detection. Those algorithms are on a process of continuous improvement. Algorithms related to background, text, speech 
and face detection has been analyzed. The most robust one has been identified. Convolutional Neural Network (CNN) which is one of the 
state-of-art technologies has been implemented in solving the face detection problems. A theoretical model has been designed for the 
process of face detection and an algorithm slightly modified from recent algorithm has been proposed. 

Index Terms— search engines ,optimization, data,structures, Indexing, video retrieval. 
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1 INTRODUCTION                                                                     

The unprecedented and rapid progress in data capturing, 

storages and communications technologies have resulted in 
availability of high volume of Video data [1]. Cisco expects 
that by year 2019 the video traffic will constitute 80% of inter-
net traffic [2]. Surveillance cameras around the world daily 
record a huge amount of videos for different purposes. In 
brief, almost all fields contain huge amount of videos. It will 
be completely an inadequate trying to locate specific informa-
tion or a feature in a video sequentially because it is time con-
suming and cost a lot. For example, the Federal Highway ad-
ministration of U.S.A has led the Naturalistic Drive Study 
(NDS) research project to understand the many factors interac-
tions involved in highway crashes. The result of the project 
was over 2 petabytes (2000 terabyte) of video data. To analyze 
such data using traditional way, it is found that it will take 600 
technicians working a full year and 40 hours per week which 
is considered completely inadequate [3]. 
 Video Content Analysis has emerged as a new field in com-
puter vision and artificial intelligence. In general a traditional 
video content analysis and retrieval system consist of four 
primary processes namely feature extraction, structure analy-
sis, abstraction (summarization) and indexing. Each of these 
processes involves challenges that should be handled. As a 
recent progress in machine and deep learning new approaches 
has also emerged that depend on deep understanding of the 
video content rather than on feature extraction. This research 
will investigate traditional and recent approaches in video 
content analysis.  
 

 

2    BACKGROUND ON TRADITIONAL CONTENT BASED 
VIDEO RETRIEVAL SYSTEMS 

Traditional Content-Based Video retrieval methods act by first 
extract the low-level features of a video (Visual/Acoustics) 
and then search the video data for similar characteristic match 
of the features. The mission of the researches in content-based 
video retrieval is to develop technologies that could automati-
cally parse video, text and audio. The backbone of a video re-
trieval system is to develop an efficient parsing system that 
could extract structure and information content of a video. It 
should have the ability to index and represent content 
attribute of any video [1].Figure 1 illustrate the architecture of 
a general video content retrieval system. Parsing is basically 
consisting of segmentation of the video into units and extract-
ing features from them. In the following sections we will high-
light all the steps taken by video content analysis system in 
order to carry out it is mission.  

 
2-1 Video Segmentation 
Video segmentation is essentially the process by which a digi-
tal image is portioned into multiple segments or regions [4]. 
Segmentation could be performed based on scene change or 
shot detection [4].a shot is defined as an image sequence that 
present continuous actions [5].Key frames are extracted from 
video shots. Key frames are still images, extracted from origi-
nal video data that best represent the content of shots in an 
abstract manner [1]. Key frames extraction play an important 
role in video retrieval systems. Many of the retrieval systems 
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 used the first key in a shot as the Key-frame. Unless the video 
is static this method will not be efficient. Many algorithms 
have been developed for efficient key frame extractions. 
 Researchers in [15] have proposed an algorithm for key frame 
extraction. Their algorithm captures the first frame and com-
pares it with the second one based on criteria such as similari-
ty, color feature and motion. This process continues until the 
algorithm could capture the best key frame. Other algorithms 
also have been designed for the purpose of key frames extrac-
tions. 
 

 
 
Figure 1: General Architecture of a video Content based retrieval 
system. Source [15] 
 
2-2 Video Abstraction (Summarization) 
Many videos may have Metadata and tags that are irrelevant 
to video content, accordingly this may be time consuming in 
the way that users will retrieve the video but find out that it 
has nothing to do with the metadata and tags given. One way 
to solve such a problem is through video summarization [6]  
.Video summarization aim at reducing the number of informa-
tion that is to be search in order to retrieve the desired one. 
Video summarization generates a compact version of the orig-
inal one. Video summarizations methods strive to achieve two 
important results: to include enough details from the original 
video that make it comprehensive and not to include redun-
dant details [6].Approaches used to summarize videos depend 
on either low-level visual features or high-level visual features 
extraction[6].One of the challenges in Video summaarization is 
the definition of what is “Important” or “Essential” parts of 
the original video to iclude in the summarization[6].InGeneral, 
different type of    approches take the types of the video into 
consideration ,for example in video related to sports the im-
portant parts will  
 
 

depend on the rules that govern that sport [6]. 
 
2-3 Features Extraction 
 
Low features 
 
Next step after extracting key frames is to extract law and high 
features of the video. Low level features such as object motion, 
colors, and shapes are extracted and registered into a data-
base. The data base could answers queries such as “finding 
images with more than 30% blue and green colors” such a 
query could retrieve images of sky and grasses. 
 
High level features or Semantics Features 
 
High level features characterized each frame individually. 
Examples of high features are brightness, histogram and 
amount of certain objects such as cars or faces [2].High level 
features are supposed to answers queries such as: “find pic-
ture that contain sky”. Extraction of high features is a compli-
cated and hard task and more processing power and storage is 
needed [3]. 
 
2-4Text in video: Detection and Extraction 
Text in video is the most reliable methods for users to locate 
their desired video content. If we could successfully extract 
text in a video it would help in video indexing, summarization 
and retrieval. Text detection and extraction is an important 
component in video search and retrieve. Video text extraction 
is a key point that helps in searching and indexing video. Vi-
deotext detection and recognition can be used in many appli-
cations, e.g. semantic video indexing, summarization, video 
surveillance and security, multilingual video information and 
education. Videotext could be categorized into two broad 
types: Graphic text and scene text. Graphic texts (Superim-
posed) which are added by the video creator or editor such as 
in educational video. Scene text which is the video text exists 
in the object and scene of the video such as street name or car 
plate [7]. The process of videotext extraction is consists of 
three main steps ,text detection ,text separation from back-
ground and in the last step production of binary image that 
contains the text and background . 
 
2-5 Background subtraction  
Detection of objects such as human and cars in a video scene 
require first to separate the moving objects called “fore-
ground”, for further processing, from the static information 
called “background”. This method is used in many image 
processing and computer vision applications. Background 
subtraction is widely used for detecting moving objects in 
surveillance and static cameras [8]. 
There are different background representation model which 
could be classified into: basic models, statistical models, clus-
ter models, neural network models and estimation models [9]  
.Many algorithms have been developed for background sub-
traction. The researchers in [9] have compared most of 
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 background subtraction algorithm based on certain criteria 
such as CPU and memory requirement. They concluded that 
sophisticated algorithms and methods (CB, GMM and KDE) 
are not always the best one. Secondly, sophisticated algo-
rithms need high computation capabilities and large memory, 
so they are not suitable for real-time applications such as sur-
veillance cameras. Finally, there is no a win algorithm, but 
they depend on the environment on which they are being op-
erated. An algorithm can perform better in a certain situation 
and bad on other one. 
 
2-6 Face Recognition 
Face recognition is consisting of two tasks: face verification 
and face identification. Face verification refers to the process 
of determining whether two faces belong to the same person 
while face identification is the process of identifying a face 
from a set of faces [10]. One of pioneer work in face detection 
have been carried out by Viola-Jones [11]. Viola-Jones algo-
rithm is considered robust with very high detection rate and it 
works in real time but it only used for face detection. It consist 
of four stages Haar Feature which are digital image features 
used for object detection selection, creating an integral image, 
Adaboost training and cascading classifier [11].Another ap-
proach that is widely being used recently is HOG (Histogram 
of Oriented Gradients) as a result of work of the researchers 
Navneet Dalal and Bill Trigs [14].Practically this is carried out 
by dividing the image windows into spatial regions called 
cells. For each cell, the gradient intensity is measured for each 
pixel within the cell through 1-D histogram. When all histo-
gram are combined this will form a representation of the 
shape. For better accuracy, the histogram could be normalized 
by calculating gradient intensity within numbers of cell called 
block and then normalize all cells within the block. This nor-
malization will downplay the effects of shadowing and illu-
mination. Each normalized descriptor blocks are called Histo-
gram of Oriented Gradient (HOG). Tiling the detection win-
dow with a dense grid of HOG descriptors and using the 
combined feature vector in a conventional SVM based win-
dow classifier gives our human detection chain. 
 
3-Query of Video database 
When a user issued a query to search for a video, the query 
will be handled by comparing the features vector stored in the 
database and the query features. Whatever type of query is 
used weather it is a text, object, a face or still image, similarity 
will be computed. For example, similarity of two images could 
be determined by measuring Euclidean distance. A video clip 
is retrieved by finding key frames occurring sequentially in 
the video database which are similar to that of the query vid-
eo. There are many ways to query a video database. 
 
3-1Query by object 
In this method a sketch or an image is provides and If the ob-
ject provided exist in the database it will successfully located. 
 

 
 
3-2 Query by Text  
The most popular method used for quarrying a video’s data-
base. The word or words used for queering the database is 
compared to all keywords and tags related to videos. Similar 
one will be displayed. 
 
3-3Query by shot 
Some systems allow query by the full shot instead of key 
frames. It could give better results but at high cost of computa-
tion. 
 
3-4 Query by clip 
 A clip can be used for better performance of video retrieval as 
compared to the technique when a shot is used because a shot 
do not represents sufficient information about the whole con-
text. All the clips which possess a significant similarity or rele-
vancy with the query clip are retrieved [12].  
 
3-5Query by Faces and Text 
It is also possible to query by face and text. The key frame of 
the frame or clip used for query is first extracted. An algo-
rithm is used to search and locate the required clip using the 
information obtained from the key frame. 
 
3-6 Query by Example 
 Query by example will perform better if visual features of the 
query are used for content based video retrieval [13]. Low lev-
el features are obtained from key frames [9] of the query video 
and then they are compared to distinguish the similar videos 
using their key frames visual features [13].  
 
4-Recent content-based Video Semantic Retrieval 
(CBVSR) 
Due to progress and advance in object, faces, text and action 
detection, researchers started to try searching using complex 
queries called events. An event usually involves people en-
gaged in a certain activity at specific place and time [14]. For 
example the event “Birth day” may include visual things such 
as “cake” ,”candles ” and “kids” and audio concept such as 
“birthday songs”. A concept can be regarded as a visual or 
acoustic semantic tag on people, objects, scenes and actions in 
the video content [14]. CBVSR is emerged as an advance in 
machine learning and neural networks. Machine learning aims 
to develop the computer algorithms which can learn expe-
rience from example inputs and make data-driven predictions 
on unknown test data. Deep learning aims to extract hierar-
chical representations from large-scale Data (e.g. images and 
videos) by using deep architecture models such as neural net-
works with multiple layers of non-linear transformations. 
Many new algorithms and methods has been developed using 
deep learning techniques. There are algorithms developed for 
object detection, image classification, face detection and object 
tracking. [10] has discussed many of these algorithms. 
The challenge faced by deep learning decades ago was the 
 

IJSER

http://www.ijser.org/


International Journal of Scientific & Engineering Research Volume 8, Issue 8, August-2017                                                                                           812 
ISSN 2229-5518  

IJSER © 2017 
http://www.ijser.org  

 
 unavailability of big data so as to train classifiers. Now a 
day’s huge libraries of free video data are available for re-
searchers to use them. The techniques and algorithms used 
deep learning have a achieved promising results in video-
based content analysis. The search in this method is solely 
based on content understanding rather than low-level features 
[14]. Jiang et.el [14] has proposed a new content base search 
and retrieval based on semantic queries for even detection. 
They proposed a new theory, which is inspired by cognitive 
process in human and animals, called self-paced Curriculum 
Learning (SPCL) to train robust content detectors. 
 

 
Figure  2 : Framework for the proposed system by [2]. 
 
The researcher has divided the video retrieval system into two 
stages as illustrated in the upper figure. The off-line stage aims 
at extracting semantic features. It usually involves these steps 
are: Video clip will be represented by low-level features that 
capture features such as texture or acoustic. The researchers 
included the following features dense trajectories, Convolu-
tional Neural Networks (CNN) feature and CNN feature for 
audio [14]. The low level features are then input to ready-
made detectors to yield the semantic features. The semantic 
features are human intercept able features. The researchers 
considered the visual/audio concepts, Automatic Speech Rec-
ognition (ASR) and Optical Character Recognition (OCR) as 
the semantic features. After features are extracted they will be 
indexed for efficient on-line search. The second stage is called 
video search which implement processing user’s queries. A 
user might process queries in Varity of ways which includes 
text descriptors or video examples [2].Semantic que 
 

 
ries are executed by mapping the user’s vocabulary concepts 
to the most relevant one in the system database. For hybrid 
queries, the example model will be trained. 
 

 
Figure 3: Semantic and Hybrid queries in Source [2] 
 
The experiments showed that the proposed system can search 
1 million videos with 1core in less than 1 second while retain-
ing 80% of accuracy of a state-of-the-art system. 
 
 
CONCLUSION 
In this research we have reviewed the traditional and recent 
content-based video retrieval system. We showed that these 
systems has been evolving and progressing. The latest ap-
proach being used is based on machine learning and Convolu-
tional Neural Network. These new method have provided 
promising results that encourage researchers to pursue their 
researches based on. The draw backs of the traditional me-
thods is their limited ability in processing high volume of da-
ta, While the recent methods have the ability to process mil-
lions of videos in a very short time. 
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